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Abstract

The scientific investigation of physical phenonena in conpl ex

t hree-di mensional (3-D) flow fields is nontrivial and | ogistically
chal I engi ng. Current superconputer platforns, such as the Cray T3E
and Origin 3000, are capable of simulating fluid flows with nore
than one billion nmesh points, generating 32-bit floating-point
files for individual flow fields several gigabytes in size. In
order to devel op an in-depth understanding of the flow norphol ogy
and underlyi ng physical processes, researchers nust overcone the
difficulties created by the shear size of these massive data sets.
Transferring data fromone conputer center to another, or even
fromone conputer to another at the sane site, presents a

| ogi stical challenge. In order to manage the interrogation of such
| arge data sets, either automated postprocessing of the original
floating-point files or size reduction for interactive

i nvestigation is necessary. Reduction of the data from fl oating-
point to byte-scaled data is an option for scientific

vi sual i zati on, because the resulting files need only preserve
sufficient resolution to satisfy viewing requirenents, i.e., the
reduced dynam c range nust not be visually apparent. Furthernore,
once the data have been scaled to a byte range fromO0 to 255,
conpression algorithnms (e.g., gzip) can acconplish additional
reductions in file size. Visualization tools that take advantage
of internal hardware texture mapping to render 3-D flow fields
provide a neans for rapid navigation and interpretation of the
data. This paper exam nes sonme of the issues associated with the
storage, transport, and investigation of |arge data sets; nethods
for effectively processing the data; and how the difficulties
associated with investigating | arge data sets can be overcone.



I nt roducti on

Wthin the past 5 years, the speed of superconputers has grown

i mrensely. The anpunt of data bei ng generated by these conputers
has grown even nore. At the U S. Arny Engi neer Research and

Devel opnent Center (ERDC) Major Shared Resource Center (MSRC), the
anount of data being stored has grown to nore than 80 terabytes.
For exanple, the Airborne Laser Il Challenge Project has generated
nore than 20 terabytes of the data archived at the ERDC MSRC. The
anal ysis of data of this order of magnitude presents severa
difficulties that nust be overcone.

Defining the Difficulties Associated wth Large Data Sets

The first difficulty to overcone is the storage of the many
terabytes of data resulting fromtine-accurate nunerica
simul ati ons. The generated data sets can be on the order of
hundreds of gigabytes for a small range of tine-steps. Over an
entire set of runs, this can cause the collection of data sets to
grow to several terabytes. Despite the growh in the storage
capacity of hard drives throughout the past 5 years, |long-term
storage of these files on hard drives that are local to the
conputer is inpractical. The inpracticality results fromthe
storage capacity needs of other researchers who are using the sane
conput ati onal resources and are generating equally |arge data
sets.

The net hodol ogy currently used to circunvent this problemis to
transfer the |large data sets over a high-speed network to anot her
conputer where the data will be archived and retrieved by the
researcher at a later date. This mass storage facility conputer
normal Iy contai ns enough di sk space to store many gi gabytes of
data and files locally, until they can be mgrated to robotic tape
storage. Currently, the total disk storage capacity of the mass-
storage-facility conputer at the ERDC i s 206 gi gabytes.

The researcher’s second difficulty relates to the extraction of
useful information contained wthin these massive data sets.

Thr ee-di nensional (3-D) scientific visualization is ideally used
for initial qualitative understandi ng; but because of the inherent
difficulties involved, it can be inpractical for providing a
researcher with his or her first inpressions.

The visualization process usually begins with the retrieval of the
archived data. For DoD Chal |l enge projects spanni ng geographically



separated superconputer centers, transferring massive data sets
bet ween sites can be a challenge. |Indeed, even the transfer

bet ween conputers wthin the sane institution presents
difficulties. For exanple, a G gabit Ethernet network
theoretically can transfer one billion bits per second. In
reality, the nunber of bits transferred is closer to 800 mllion
per second, or 100 negabytes per second. At 100 negabytes per
second, it would take approximately 2.8 hours to transfer a one
terabyte file. Unfortunately, G gabit Ethernet networks currently
exist only locally wthin individual centers. At the ERDC MSRC,

t he connection to the outside world occurs over a fiber optica
connect, OC-12 line with the ability to transfer data at a rate of
622 negabits per second. This increases the transfer tine of a
terabyte file to about 3.6 hours. Furthernore, the Ethernet
network at a researcher's home institution likely introduces nore
severe restrictions. A local site's Ethernet network capabl e of
only transferring data at a rate of 100 negabits per second woul d
significantly throttle down the rate of data transfer. A transfer
rate of 100 negabits per second would require approxi mately 22.2
hours transferring a one terabyte file. This exanple neglects the
i npact of other researchers using the Ethernet network or the
network interface cards.

A researcher may think waiting nearly a day to transfer a one
terabyte file is reasonable; however, it is inportant to realize
that even using striping, the hard drives of a conmputer have a
finite rate of data transfer and can only transfer so nuch data at
one tine. O even greater concern to a researcher is the
real i zation that the conputer used for file storage has a finite
storage capability and nay not have the necessary di sk space
storage avail able. | ncreasing disk space storage is a costly
endeavor. For exanple, a terabyte of disk space currently costs
appr oxi matel y $100, 000.

Proposed Alternatives to Manipul ating Large Data Sets

The difficulties described above | eave the researcher with two
choices. The first choice is for the researcher to retrieve data
fromarchival storage to the superconputer where data post-
processi ng anal ysis and visualization are performed using a
Client/Server visualization package. One such avail abl e software
vi sual i zati on package is Ensight Gold, which can run on the
researcher's | ocal machine and connects to the Ensight CGold Server
on the superconputer. The mai n advantage of this choice is that
the data remain | ocal to the superconputer, which provides disk
space on the order of a terabyte. Unfortunately, that disk space



is usually of a tenporary nature, and files older than a certain
timestanp are likely to be purged if the tenporary file system
beconmes saturated. An additional problemassociated with this
choice is that since the disk space on the superconputer is shared
anong all users, the requisite space needed to postprocess and
visualize the data may not be avail able, which again could trigger
the automatic purging of files if the file systemis saturated.

The second choice is to retrieve data from archival storage,
transfer it to the superconputer where postprocessing data

anal ysis is perforned, byte-scale the postprocessed data, and then
transfer the byte-scal ed data back to the researcher's hone-site
conmputer for visualization. This option provides the researcher
with a nore tangi bl e net hod of mani pul ati ng such nassi ve data
sets. The termbyte scaling is used to describe the process of
converting floating-point data to an integer-data val ue between 0
and 255, where each data point is one byte of data. For exanple,
suppose the results of postprocessing the raw data archived on
mass storage and transferred to the superconputer consisted of 32-
bit floating-point nunbers. The successful conpletion of byte
scaling the postprocessed data woul d reduce the size of a 32-bit
fl oating-point nunber to an eight-bit integer, which is exactly
one byte of data. As illustrated in this exanple, the obvious
benefit of byte scaling data is that it can reduce the data set
size by a factor of four. Unfortunately, the process of byte
scaling the original floating-point nunbers also results in a
conpression of the dynamc range to 1/256, so this procedure is
really only feasible for visualization purposes. This loss in
qualitative resolution is an obvi ous di sadvantage of the byte-
scal ing process; however, if the scaling is perforned judiciously,
the potential masking of valuable informati on can be mti gat ed.

Narrowi ng the visualization to a selected region of interest
within the flowfield may further reduce the data-file size. Here,
the intent is to make the data set even nore nanageabl e by further
reduci ng the data set size, w thout causing any further
degradation in the quality of the data. The ERDC MSRC is currently
enpl oying this technique in support of the Airborne Laser |
Chal I enge Project, which involves the 3-D sinul ation of turbul ence
in the | ower stratosphere and upper troposphere. Postprocessed
floating-point data files of size 2.8 gigabytes each have been
reduced by a factor of four, to 700 nmegabytes by byte-scaling and
then by an additional factor of three, to 233 negabytes by
concentrating on the mddle third of the conputational donain. For
t hese sinulations, all of the fluid turbulence is contained within
the mddle third of the data volunme. Fromthis factor of 12
reduction in file size, the data files are then conpressed using



gzip, producing final file sizes that are typically 70 to 80 tines
smaller than the original full floating-point-data vol unes.

Scientific Visualization of Large Data Sets

The efficient visualization of |arge data sets requires software
tool s that take advantage of the advanced hardware architecture
design built into conputers intended for view ng | arge-scal e
scientific data. Specifically, 2- and 3-D internal hardware
texture mapping provides a rapid capability of manipul ati ng and
nmovi ng t hrough | arge rendered data-set volunmes. This capability is
vital to the researcher whose focus is on the tinely
interpretation of data and conmunication of the results to the
scientific community.

One such tool that satisfies this need and is currently being used
as a large-scale data volune renderer at the ERDC MSRC is a
software visualization package naned Ogle. Ogle is a 3-D vector
and scal ar scientific visualization tool based on OpenG.. Although
Qgle is currently a devel oping research tool, it is well
docunented and supported, easy to use, and provides

mul tifunctional capabilities including rendering data-set vol unes,
| ocating streamine paths, plotting vector field arrows, and
plotting isosurfaces. Ogle al so possesses the capability of
readi ng conpressed (zipped) input data files, i.e., Qgle
automatically detects and deconpresses data files on the fly.

Asi de from saving di sk space, using a conpressed data file is
faster than reading the unconpressed data file, since the speed
associ ated with unconpressing a file is usually faster than the
speed associated with disk 1O This is especially true for disk 10
across a network. During the course of the postprocessing and data
anal ysis work perfornmed at the ERDC MSRC, an additional factor of
five to six in disk storage space savings was achi eved by worKki ng
only with conpressed data sets, i.e., the size of conpressed,

byt e-scal ed data for a narrowed region of interest was reduced to
approxi mately 55 negabytes, or just 2 percent of the size of the
original data set of 2.8 gigabytes.

The nmultifunctionality of Ogl e was one of the main reasons why the
ERDC MSRC selected it as its current |arge-scale data vol une-
rendering tool. Unfortunately, Ogle uses only 2-D internal
hardware texture mappi ng and does not take full advantage of
current 3-D internal hardware texture mapping technol ogy. For very
| arge data volumes, this deficiency significantly increases the
time necessary to performvolune renderings. However, plans are



currently under way to incorporate 3-D internal hardware texture
mappi ng capabilities, as well as other capability upgrades.

ERDC MSRC Vi sual i zati ons

During the past 6 nonths, the ERDC MSRC has been working in close
col |l aboration with the Airborne Laser Il (ABL) and Wake Turbul ence
(W) Challenge Projects. The ABL/ERDC MSRC col | aborative effort
has i nvol ved post processi ng anal ysis and byte scaling of nore than
Six terabytes of raw data that were generated by a 3-D pseudo-
spectral flow solver. In support of the ABL effort, the ERDC MSRC
Scientific Visualization Center (SVC) staff has consuned nore than
50, 000 CPU hours on the Naval Cceanographic O fice (NAVO MsSRC and
ERDC MSRC Cray- T3E superconputers. Sonme of the results of this
work were presented earlier during the Conputational Fluid
Dynam cs (CFD) Session C of this conference in the formof 3-D
scientific animations of the breakdown of a Kelvin-Helmholtz (KH
vortex. Figures 1(a-c) illustrate vortex tube behavior that is
represent ative during the course of the KH vortex breakdown. O
particular interest is the disappearance, with tinme, of the
coherent elongated vortex tubes that exist at earlier tines in the
flow The identification and visualization of these structures
woul d be difficult wthout the volune-rendering capabilities of

Qgl e.

The WI/ ERDC MSRC col | aborative effort has primarily involved the
animation and scientific visualization of turbulent |ate wakes in
density stratified flows. Unlike the ABL Chall enge Project, the
ERDC MSRC SVC staff was not asked to perform any postprocessing
anal ysis or byte scaling of the raw data generated by the Wr
spectral flow solver. Instead, focus was directed at providing 3-D
scientific animations to assist the WI researcher in the
understanding and interpretation of the data generated fromthe
| arge-scal e direct nunerical sinmulations. Sone of the scientific
ani mations generated by the ERDC MSRC SVC staff in support of the
WI' Chal | enge Project will be presented during the Chall enge
Projects Session C of this conference. Figures 2(a-c) illustrate
the 3-D representation of the coherent pancake vortices that exist
in a zero nonmentum density stratified flow O particular interest
is the 3-D behavior of the pancake vortices as a function of tine,
as indicated by the streamubes that create the ring-Ilike coherent
structures within the flow. Again, the identification and
vi sualization of these structures would be difficult wthout the
vol une-rendering and streantube capabilities of gyl e.

Concl usi on



Thi s paper has addressed sonme basic issues associated with very

| arge scientific data sets. It has identified some fundanenta
difficulties typically encountered and has provi ded sonme net hods
for solving these problens. Specifically, the difficulties include
the storage, transport, analysis, visualization, and
interpretation of the information contained within the data sets.
A solution to these difficulties is to find ways of reducing the

| arge-scal e data sets to a nanageabl e size without severely
degradi ng the dynam c range. Techni ques such as byte scali ng,
focusing only on a subset of the overall flow domain, and data-set
conpression were presented as reasonabl e net hodol ogi es for
creating nore nanageabl e data sets. For the analysis presented in
this paper, a data-set size for a given run was reduced from
approximately 2.8 gigabytes to 55 negabytes, which represents a
savings in disk space of nearly 98 percent.

Thi s paper has al so addressed the visualization of very |arge data
sets and the desirability of using visualization software that

t akes advantage of internal hardware texture nmapping to help the
researcher understand and interpret the information contained in
the data sets. It has introduced a scientific visualization tool
called (gl e that satisfies sone of the researcher's current needs.

Finally, this paper, in concert wwth two ot her papers that have
been presented at this conference, denonstrates what can be
acconpl i shed when the Chal | enge researchers and an MSRC j oi n
together to |l everage off the strengths of each organizati on.

Acknow edgnent
This work was supported in part by a grant of conputer tinme from

t he DoD Hi gh Performance Conputing Mdernization Program at the
ERDC MSRC, Vi cksburg, M ss.



Figures 1(a-c). 3-D volune-rendered visualizations of the vortex
tube field at three instances in tinme during the breakdown of a KH
vortex billow in stratified turbulent shear flow
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Figures 2(a-c). 3-D volume-rendered visualizations of coherent
pancake vortices in a zero nonmentumdensity stratified flow, at
three instances in tine. The generated streantubes indicate the
exi stence of coherent ring-like structures within the flow field.



